
Tracking Vehicles in Traffic Surveillance Video

 We present a system for detecting and tracking vehicles in surveillance video.  Our algorithm uses a simple motion model to determine salient regions in a 
sequence of video frames.  Similar regions are associated between frames and clustered to yield coherent final tracks.  The entire process is automatic and 

uses computation time that scales according to the size of the input video sequence.
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Automatically detecting and tracking vehicles in video 
surveillance data is a challenging problem in computer vision 
with important practical applications, such as traffic analysis 
and security.

Our approach differs from some of the previous vehicle 
tracking work in that we do not require any user calibration of 
road or camera location.  Instead, we use low-level cues to 
pick out moving regions, which are subsequently tracked.

We first apply a local motion model to the difference between 
consecutive frames to produce a map of salient foreground 
pixels.  The foreground is segmented into regions which are 
used as templates for a normalized correlation based tracker.  
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We tested our algorithm on publicly available surveillance video 
of traffic intersections † .  Typical results are shown below.
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Computing the similarity between each template and its nearby 
possible matches in the next frame, we have a criterion by which 
to group regions into coherent objects.  Extraneous tracks that 
violate the appearance or motion characteristics of a vehicle are 
then dropped from the final output.

† Traffic video obtained from KOGS/IAKS Universitaet Karlsruhe. http://i21www.ira.uka.de/image_sequences/
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